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Abstract. This paper presents a new algorithm for a batch of task makespan minimisation
in heterogeneous multigrid computing. Heterogeneous grids are known to cause straggling
task problem that increases task execution makespan. Existing task distribution algorithms
solve this problem by using information about the compute node capacities or task sizes.
However, such information may not always be available. Task stalling solves both problems.
However, this method is described for queuing systems consisting of only two heterogeneous
servers or grids. Our proposed algorithm is based on an improved task stalling method,
allowing it to distribute tasks in systems consisting of two or more grids. Experiment results
show reduced task execution makespan by up to 19,92% compared to FIFO. This allows us
to conclude that the new algorithm is suitable for a batch of task makespan minimisation in
heterogeneous multigrid computing.

Keywords: heterogeneous multigrid computing, a batch of task makespan minimisation,
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1. Introduction

The demand for computing resources in businesses companies is significantly increasing
since the introduction of the Internet of Things and smart technologies. Computing in
modern businesses is usually limited to the resources of available servers or cloud computing
services. However, research shows that a significant part of their internal computing resource
capacity is only lightly loaded. Since there are no distributed computing platforms designed
for companies to use all available computing resources, this causes the inefficient use of their
information technologies.

In this paper, we present a new algorithm for distributing tasks in heterogeneous hybrid
distributed computing platforms. The proposed algorithm minimises task execution
makespan by using the task stalling method. This method performs straggling task mitigation.
The straggling task problem is one of the main reasons preventing business companies from
using all internal computing resources [1]. The task stalling method does not use or require
information about compute node capacities or task sizes. However, this method is described
for queuing systems consisting of only two heterogeneous servers or grids. The proposed
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algorithm is based on a modified version of the existing task stalling method to support
systems consisting of two or more grids.

This paper is structured as follows. Section 2 presents related work and outlines the
novelty of our proposed algorithm. Section 3 explains the task stalling method and presents
the proposed algorithm. Section 4 contains experiments. Finally, experiment results are
concluded in Section 5.

2. Related Work

Hybrid distributed computing solutions combine public and private computing grids to
improve computation efficiency and reliability [2]. Tasks between private and public grids
can be distributed using various existing task distribution algorithms (see Table 1). However,
our review showed that all existing task distribution methods use information about the batch
of task size, estimated task execution times, computational resource capacity. This data is
used to schedule tasks. However, in a heterogeneous environment, these parameters are
constantly changing or cannot be estimated. This means that in such a case, existing solutions

cannot be used.

Table 1. List of related works.

Algorithm Year Method Optimisation criteria
Topcuoglu, H. et | 2002 | The highest priority tasks are assigned to Makespan minimisation.
al. [3] recourses that can soonest deliver the
results.
Bittencourt, L. F. | 2011 | Improved HEFT [3] algorithm. Makespan minimisation, task
et al. [4] completion within the deadline.
Bittencourt, L. F. | 2012 | The optimisation is done using linear Makespan minimisation, task
etal. [5] programming. completion within the deadline.
Vecchiola, C., et 2012 Created an algorithm that assigns more Task completion within the deadline.
al. [6][7] recourses to slow running tasks.
Van den Bossche, 2013 Created rules defining which task Makespan minimisation, task
R. et al. [8] distribution algorithm to use. completion within the deadline.
Duan,R.etal. [9] | 2014 | The optimisation is done using game Makespan and cost minimisation.
theory.
Wang, B. et al. | 2016 | Created a new algorithm that distributes Resource utilisation.
[10] tasks based on calculation cost to
efficiency ratio.
Zhang, Y. et al. | 2017 | Improved PSO algorithm. Task completion within the deadline,
[11] cost minimisation.
Abdi, S. etal. [12] 2017 The optimisation is done using linear Makespan minimisation, task
programming. completion within the deadline.

Zhang, Y. et al. | 2019 | The optimisation is done using “Firefly” Makespan and cost minimisation.
[13] algorithm.

Zhang, Y. et al. 2019 Created a new algorithm for task re- Makespan and cost minimisation.
[14] distribution.

Stavrinides, G. L. 2021 Improved Min-Min and Min-Max Task completion within the deadline,
et al. [2] algorithms [15][16]. cost minimisation.
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3. Task Stalling buffer

Task stalling buffer [17] reduces task execution makespan in queuing systems consisting

of two heterogeneous servers (see Figure 1). It reduces slow server load by distributing a larger

part of the incoming new tasks to the fast server. If the fast server is not available, then tasks

are added to the task stalling buffer. If the task stalling buffer is full, then tasks are distributed

to the slow channel. For example, such a queuing system can be used to distribute tasks

between private and public grids (company servers and desktop computers). Task stalling

buffer length K can be calculated using equations from 1 to 5 [17].

M K m
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Figure 1. Queuing system with task stalling buffer [17], where 1 is the fast server and 2 is the slow

server. Variable definitions are presented in Table 2.

Table 2. Variable descriptions.

Variable Description
M Task waiting buffer length.
K Task stalling buffer length.
1 Fast channel efficiency.
Uy Slow channel efficiency.
r Efficiency ratio between fast and slow
channels.
q Task execution efficiency coefficient.
c The number of completed tasks.
t Sum of task execution times.
m The number of nodes in the fast channel.
a, The number of completed tasks by the fast
channel.
by Time required to complete tasks by the fast
channel.
a, The number of completed tasks by the slow
channel.
b, Time required to complete tasks by the slow
channel.

K=r-(1-q), (1)
r=48 ()

K
q= t-n:-ul , 3)
fy = Z—i, (4)
Uy = Z—z. 5)

633



Jurgelevitius et al., Task Stalling for a Batch of Task Makespan Minimisation in Heterogeneous
Multigrid Computing

Algorithm 1: task distribution

Input: A bag-of-task job | = {t,t, ..., ty,} of m tasks

Output: none

clusters « order clusters by each cluster's ef ficiency u; (1 < i < n)
lengths < calculate buf fer length k; for each buffer b; (1 <i< n)

. foreachtaskt; €] do
repeat
for each cluster c; € clusters do
if cluster n; accepts new tasks then
schedule task t; to cluster n;
elseif i < n and number of tasks in buffer b; < k; then
10. add task t; to buf fer b;
11. endif
12. end for
13.  until task t; is distributed
14. end for

0 0N AW e

Similarly, task stalling buffer can be used in systems with more than two channels (see
Figure 2). For example, such a queuing system can be used to distribute tasks between
multiple private and public grids (company servers, cloud services and desktop computers).
Task stalling reduces task execution makespan the most when the performance difference
between two grids is the largest [17]. In a system withn (n > 1) grids, tasks must be
distributed between the slowest grid (the slow channel) and the rest of n — 1 grids (the fast
channel). This means that equation no. 1 can still be used for calculating the buffer length K
(see Algorithm 1). This process can be illustrated using Figure 2. Here, “Grid no. 17 (the
slow channel) performs computations the slowest of all grids, whereas “Grid no. 3” performs
computations the fastest. “Grid no. 2”7 performs computations slower than “Grid no. 3” but
faster than “Grid no. 17. If “Grid no. 3” is busy, new tasks are distributed to the task stalling
buffer K2 (the buffer length is calculated using equation no. 1). If the task stalling buffer K2
is full, tasks are distributed to “Grid no. 2”. If “Grid no. 2” is busy, new tasks are distributed
to the task stalling buffer K1 (the buffer length is calculated using equation no. 1). If the task
stalling buffer K1 is full, tasks are distributed to “Grid no. 1”. If “Grid no. 17 is busy, new
tasks are stored in the waiting buffer until tasks can be distributed either to the task stalling
buffer K1 or “Grid no. 1.
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Figure 2. Task stalling buffer in a queuing system consisting of 3 grids.

4. Experiment

The purpose of the experiment is to check the hypothesis that the proposed task
distribution algorithm reduces the task execution makespan more than the standard FIFO
(first in, first out), also known as FCES (first come, first served) algorithm. Experiment results
are tested against FIFO, since there are no other suitable task distribution methods (as
discussed in Section 2). Tests are executed using our created virtual environment for
simulating grids (developed using PHP programming language). Furthermore, the following
algorithm modifications are tested:

a) Static length task stalling buffer. Buffer length is calculated only once.

b) Dynamic length task stalling buffer. Buffer length is re-calculated after each new task

is submitted to the system.

Pre-generated scenarios (see Table 3) are used in experiments to compare task execution
makespan between different algorithms. Scenarios are based on the following two parameters:
task size and task start time. Both parameters are measured in iterations (pseudo-operations).
All scenarios are configured to induce a reasonable system load. In this case, the task stalling
buffer should not constantly be empty or full. Otherwise, one of the following scenarios
would occur:

a) All of the tasks would be redirected to the fast channel, and the system would be
underutilised.

b) All of the tasks would be redirected to the slow channel, and the task stalling method
would behave exactly like the FIFO algorithm.

Various cluster configurations (see Table 4) were used to test how the algorithms would
perform in various environments. Experiment no. 1 and 2 executes using all possible batch
of task sizes, ranging from 10 to 100 tasks. Experiment no. 3 executes using all possible batch
of task sizes, ranging from 40 to 400 tasks. After each experiment, results from each scenario
are aggregated. All agents in Cluster D have 1000 iteration task start penalty (simulating
virtual machine load time).

Experiment results show (see Figures 3 and 4) that the dynamic size task stalling buffer
reduces task execution makespan in all scenarios compared to FIFO. Static size task stalling
buffer in TS_STS scenario increased task execution makespan by 3.05% compared to FIFO,
because slow channel recourses were underutilised due to the static buffer size.
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Table 3. Annotations used to define the experiment scenarios.

Notation Description
TS Static size tasks. All tasks are of the same size (200 iterations).
™D Dynamic size tasks. Generated task sizes are distributed using Poisson distribution (4 =
200).
STS Static intensity stream. The delay between each task start time is 8 iterations.
DTS Dynamic intensity stream. The delay between each task start time is generated using
Poisson distribution (1 = 8).
TS_STS Static size tasks (TS), static intensity stream (STS). Queuing system is sent uniform tasks in
equal intervals.
TS_DTS Static size tasks (TS), dynamic intensity stream (DTS). Queuing system is sent uniform
tasks in varying intervals.
TD_STS Dynamic size tasks (TD), static intensity stream (STS). Queuing system is sent varying size
tasks in equal intervals.
TD_DTS Dynamic size tasks (TD), dynamic intensity stream (DTS). Queuing system is sent varying
size tasks in varying intervals.

Table 4. Experiment cluster configurations.

Cluste Experiment no. 1 Experiment no. 2 Experiment no. 3
r
A 2 agents. 2 agents. 5 agents.
B 2 agents, that are 3 times | 2 agents, that are 6 times slower | 5 agents, that are 3 times
slower than agents in cluster A. | than agents in cluster A. slower than agents in cluster A.
C 2 agents, that are 9 times | 2 agents, that are 6 times slower | 5 agents, that are 6 times
slower than agents in cluster A. | than agents in cluster A. slower than agents in cluster A.
D 2 agents, that are 27 times | 2 agents, that are 27 times | 20 agents, that are 27 times
slower than agents in cluster A. | slower than agents in cluster A. | slower than agents in cluster A.
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Figure 3 Task execution makespan reduction using static size task stalling buffer, compared to FIFO.
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Figure 4. Task execution makespan reduction using dynamic size task stalling buffer, compared to FIFO.

5. Conclusions

Experiment results showed that the proposed algorithm with dynamic task stalling buffer
reduces task execution makespan up to 19,92% compared to FIFO. The proposed algorithm works
best when the incoming new task stream is static. Experiment results showed that the dynamic
length task stalling buffer performs better than the static length task stalling buffer. This allows us
to conclude that the new algorithm with dynamic length task stalling buffer should be used for a
batch of task makespan minimisation in heterogeneous multigrid computing, where no
information about the tasks or the compute nodes is available.
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