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Abstract. Occurrence of the agent paradigm and its further applications have stimulated the
emergence of new concepts and methodologies in computer science. Today terms like multi-agent
system, agent-oriented methodology, and agent-oriented programming (AOP) are widely used. The
aim of this paper is to clarify the validity of usage of the terms AOP and AOP language. This is
disclosed in two phases of an analysis process. Determining to which concepts, terms like agent,
programming, object-oriented analysis and design, object-oriented programming, and agent-
oriented analysis and design correspond is accomplished in the first phase. Analysis of several
known agent system engineering methodologies in terms of key concepts used, final resulting
artifacts, and their relationship with known programming paradigms and modern tools for agent
system development is performed in the second phase. The research shows that in the final phase of
agent system design and in the coding stage, the main artifact is an object, defined according to the
rules of the object-oriented paradigm. Hence, we conclude that the computing society still does not
have AOP owing to the lack of an AOP language. Thus, the term AOP is very often incorrectly
assigned to agent system development frameworks that in all cases, transform agents into objects.
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Introduction

During the last decade the idea of agent-oriented (AO) software engineering has been
exploited intensively. The appearance of new methodologies, tools, and concepts has led to
the emergence of new terms like agent, AO programming, agent-oriented programming
(AOP) language, and so on. An analysis of scientific publications, educational literature,
and technical papers in the AO research area shows that scientific publications offer
contradicting definitions of terms such as AOP and AOP language. For example, on the
one hand, there are several works making claims about AOP languages (Shoham, 1993;
Bordini et al., 2005; 2009; Wang, Chan, 2000; Boissier et al., 2011), whereas, on the other
hand, there is a list of works stating that this type of language does not exist (Akbari, 2010;
Juneidi, 2004). In the book by Bordini et al. (2005:113) the authors state that "the CLAIM
language is supported by a dedicated platform, called SyMPA <...>, implemented in Java...".
Yet, a few lines below this, on the same page, a contradicting claim is made that "the main
difference of SyMPA with respect to other mobile agents platforms is that it supports
agents implemented in CLAIM, an agent-oriented programming language while the other
platforms support agents implemented using mainly object-oriented languages (e.g. Java in
most cases).” Such misinterpretation of terms confuses the readers, causes

misunderstanding of research results, and complicates application of accumulated
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knowledge to further research in the area. Thus, the aim of this paper is to clarify the
validity of using the terms AOP and AOP language. To fulfill this aim an analysis process
consisting of two phases is carried out. The following three sections cover the first phase of
the analysis, which is devoted to determining to which concepts terms like agent,
programming, object-oriented (OO) analysis and design, object-oriented programming
(OOP), and AO analysis and design correspond. Section 3 focuses on the concept of an
agent and discusses normal agents and intelligent agents. Section 4 compares the concepts
of agent, object, and expert system and presents a chronology of OO languages, OO
software engineering (OOSE) methodologies, AO software engineering (AOSE)
methodologies, and AO development tools. Section 5 covers the second phase of the
analysis process, in which an analysis of several known agent system engineering
methodologies in terms of key concepts used, final resulting artifacts, and their relationship
with known programming paradigms and modern tools for agent system development is
carried out. Finally, Section 6 presents our concluding remarks.

1. Main concepts discussed and their interrelation

To deal with complex algorithms systematically or to develop complex software, a
suitable programming language is needed. According to Iverson, who is the creator and
developer of the APL language, “... such a programming language should be concise, precise,
consistent over a wide area of application, mnemonic, and economical of symbols; it should
exhibit clearly the constraints on the sequence in which operations are performed; and it
should permit the description of a process to be independent of the particular
representation chosen for the data” (Iverson, 1967). APL is the base for many modern
programming languages. Since the early 1960s, several programming paradigms have
emerged. A programming paradigm is assumed to be a specific style of computer
programming (Fig. 1), which is definitely concerned with designing, writing, debugging,
and maintaining the source code of computer programs. Four fundamental paradigms are
known: functional, procedural, logical, and object-oriented (Gabbrielli and Martini, 2010;
Goel, 2010). Each programming paradigm is expressed by one or more programming
languages defined by their own strict notation. Notation is the grammar by which the
syntax of a particular programming language is set. In modern software engineering, a
grammar is usually expressed as a set of graphical elements that are even exploited in the
carly stages of system analysis and design. Moreover, some authors (Bergenti at al., 2004;
Isern et al., 2011) treat programming languages as obligatory tools to support a particular
software engineering methodology. The concepts of objects and OO methodology can be
mentioned as an example. In the early 1960s the idea of OOP emerged. Kay, the pioneer of
the OOP paradigm, declared that at that time there was no programming language that
supported the OO paradigm, and that his initial idea of an OO language included only
messaging, local retention and protection and hiding of state-process, and extreme late-
binding of all things. The Simula programming language designed by Dahl and Nygaard
appeared to be the first OOP language (Fig. 2) and had a strong influence on the rest of the
OOQOP languages. Now, after fifty years there are several programming languages that use
objects as the main construct in the programming language. Thus, there is no doubt that
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OOQOP exists. As another example, consider the concepts of agents and AO methodology.
These concepts require that an AOP language should exist (Fig. 3). It appears that Shoham
(1993) introduced such a language. Since then, a variety of research papers have been
published in the field and much effort has been devoted to developing the so-called AOP
paradigm. How productive these efforts were, and whether AOP really exists is the focus of
the discussion in this paper.
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Fig. 1. Map of main concepts discussed.

The next section focuses on the notion of agents and discusses agent-related definitions
in order to enable the distinction between the levels of abstraction that agents and objects
have. This is discussed in more detail in Section 5.

3. Agent-related definitions

The topic of agents is a “hot” one in scientific literature with the discussion mainly
concentrating on different understandings and definitions of the terms agent and intelligent
agent. We attempt to express the point of view of some well-known scientists in the current
field and present the more or less agreed-upon definitions of the terms agent and intelligent
agent.

One can argue that two major viewpoints coexist in agent-based research with the strong
one being the so-called artificial intelligence (AI) viewpoint, and the weak one being the
software engineering (SE) viewpoint. According to the strong viewpoint (Jennings and
Wooldridge, 1998; Wooldridge, 2009) an agent is proactive, intelligent, and must perform
conversations instead of doing client-server computing. The weaker one states that an agent
is a software component with internal (either reactive or proactive) threads of execution,
and which can be engaged in complex and stateful interaction protocols. Moreover, a
multi-agent system can be viewed from the Al or SE perspective. On one hand, a multi-
agent system is defined as a society of individual (Al software) agents that interact by
exchanging knowledge and by negotiating with each other to achieve either their own
interest or some global goal. On the other hand, it can be viewed as a software system made
up of multiple independent and encapsulated loci of control (i.e., agents) interacting with
cach other in a specific application context (Shehory and Sturm, 2004).
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The metaphor of an agent is very convenient as a design view, where agents provide a
“natural and elegant means to manage complexity” (Luck et al., 2003). The complexity of
many systems arises from the interactions between components of the system, and an agent
paradigm provides a natural way of modeling such interactions (Boman and Holm, 2004;
Luck et al., 2003). Thus, agents can be viewed as a design metaphor used to design software
systems with components that interact with each other and abstractly may be understood as
individual goal secking items. Jennings (2000) states that agents provide designers and
developers with a way of structuring an application around autonomous, communicative
elements, leading to the construction of software tools and infrastructure to support the
design metaphor.

Thus, software agents are referred to as a design metaphor to ensure that a complex
system has the desired behavior with the components expressing certain delegated tasks on
the one hand, and on the other, as autonomous components that support effective behavior of

a system in a dynamic and open environment.

3.1. Normal Agents

According to Norvig and Russell (2010), an agent is anything that can be viewed as
perceiving its environment through sensors and acting upon that environment through
effectors. Franklin and Graesser (1996) defined an agent as a system situated within and
part of an environment that senses the environment and acts on it over time, in pursuit of
its own agenda and so as to effect what it senses in the future. According to Wooldridge
and Jennings (1995) an agent is a computer system that is situated in some environment
and that is capable of autonomous action in this environment in order to meet its design
objectives. All three definitions agree on two things. First, an agent is something situated in
some environment and interacting with it, and second, it is able to perform autonomous

action. Autonomy is the main factor that characterizes agency.

3.2. Intelligent Agents

When does an agent become intelligent? Similar to the notion of an agent, it is hard to
find a single exact definition strictly describing the term “intelligent agent”. For example, in
(Sycara et al., 1996) an agent is considered to be intelligent if it is taskable', network-
centric?, semi-autonomous, persistent3 R trustworthy to users, anticipatory4, active?,
collaborative®, flexible’, and adaptive®. The list of properties for an intelligent agent is very
ambitious and none of the existing agent systems meet these criteria completely. In

(Jennings and Wooldridge, 1998; Wooldridge, 2009) an intelligent agent is described as an

! Able to take direction from humans and other agents.

? Distributed and self-organising, mobility may be desirable in some cases.
3 Capable of unattended operation for long periods.

4 Anticipate user’s needs for information using various user models.

> Can initiate actions where relevant.

© Able to interact with humans and other agents.

7 Can handle heterogeneity of agents and information resources.

8 Adjust to changing user needs and task environments.
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agent having the capabilities of reactivity’, proactiveness'’, and social ability"'. In addition,
intelligent agents have properties ascribed to “normal” agents.

3.3. Agent Environment

An agent acts in its environment, which is usually described using the notion of property.
The most exploited example of environmental states in the literature is cold, warm, hot
when discussing an agent used to implement a thermostat (Booch, 1994; Krél and Nguyen,
2008; Poole and Mackworth, 2010; Wooldridge, 2009). The environment may be in any
of a finite set E of discrete instantaneous states, E = {e,e",... /.

For example, in the case of intelligently adapting an online system for educational
purposes (Baziukaite, 2006), the modeling has to be done around the entities of a Learner
and a Teacher. Depending on this, in a very general case, two subsets of £ have to be
defined, one for the Teacher Agent and the other for the Learner Agent:

E=-E:R E,, (1)

where Er = {enes,... fand E; = {er,e,... } are discrete sets of finite instantaneous states for
environments £7and Ej, respectively.

To achieve the final state, the goal state, the agent has to perform a r#n. During the run,
the agent takes certain actions that transform the agent's current state into the next one
defined in the sequence (Baziukaité, 2007b; Wooldridge, 2009). Usually, a run, 7, of an

agent in an environment is a sequence of interleaved environment states and actions

2. Sl 2)

r:ep —* ey o
where ¢, 7 =1...n are the finite states in the environment E and a;, 7 =1...n are the actions
that transform a state in the environment.

The next section compares the concepts of agent, object, and expert system and presents
a chronology of OO languages, OOSE methodologies, AOSE methodologies, and AO
development tools. This is done to ascertain development tendencies of AO notation and
determine in which software engineering steps the concept of agent is currently being

applied.

4. Agents, Objects, and Expert Systems

Are there any distinctions between agents and objects, and also between agents and
expert systems that can be or should be highlighted? While dealing with various sources and
applying the agent-based approach as a design metaphor, one can certainly stress that an
agent is not the same as an object, and an agent is not the same as an expert system.
According to (Booch, 1994; Booch et al., 2007; Jacobson, 1992) objects are used in

? Agents are able to perceive their environment and respond in a timely fashion to changes that occur in it in order to
satisfy their design objectives.

10 Agents are able to exhibit goal-directed behavior by taking the initiative in order to satisfy their design objectives.

1 Agents are capable of interacting with other agents (and possibly humans) in order to satisfy their design objectives.
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software development to implement abstract data structures. An object is an element that
has a state and a number of operations (behavior) to either examine or change its state. In
the coding stage, OOP languages provide extensive syntactic and semantic support for
object handling. An object is the foundation of OOP, and is a fundamental data type in
OOQOP languages.

The main features distinguishing an agent from an object (Petrie, 2001; Shoham, 1993;
Wooldridge, 2009) are the embodiment of a stronger notion of autonomy than that which
objects have; the ability to decide for themselves whether to perform an action on request
from another agent; and the capability of flexible (reactive, proactive) behavior, about
which the standard object model has nothing to say. A multi-agent system is inherently
multi-threaded in that each agent is assumed to have at least one thread of control.

Similarly, one could argue that agents are not the same as expert systems (Wooldridge,
2009) because classic expert systems (Jackson, 1998; Russell and Norvig, 2010) are not
coupled to any environment in which they act, but instead act through users as the
“middleman”; they are not capable of reactive or proactive behavior; and are not generally
equipped with social ability in the sense of cooperation, coordination, and negotiation.
Features of intelligent agents are really attractive, with some features, like proactiveness,
social ability, and so on, making them capable of coping with a higher level of abstraction
than objects.

Intelligent agents have found their place in different types of applications: industrial
applications (process control, manufacturing, and air traffic control), commercial
applications (Baig, 2012) (information management, business process management, and
electronic commerce), medical applications (Isern et al., 2010) (patient monitoring and
healthcare), and entertainment (games, interactive theatre, and cinema) (Jennings and
Wooldridge, 1998). The application field for intelligent agents is being extended to
educational systems, particularly through application of the paradigm in virtual learning
environments, see, for example (Aylett and Luck, 2000; Baziukaite, 2006, 2007a, 2007b;
Evers and Nijholt, 2000; Hobbs, 2002; Liu and Chen, 2005, Jurado et al., 2012).

After considering the literature on AOSE, one gets the impression that the story of
OOSE is being repeated. Yet, on closer inspection (Fig. 2 and Fig. 3), it is clear that the
situation is different. In the OO case, real programming languages that supported objects as
their main language construct were created and presented in the beginning. Simula
(introduced in 1966) and Smalltalk (introduced in 1971) are examples of such languages.
Moreover, some twenty years later (Fig. 2) OO modeling languages have been introduced.
This possibly has a connection with the production of software, which appeared more
demanding as the software systems became more complex and the task of designing such
systems required tools supporting the object notation even at the software design level. The
first OO modeling language was introduced in 1987 almost at the same time as commercial
C++ compilers appeared on the market (Fig. 2). It took a further ten years for these OOSE
methodologies to reach maturity (in 1997) and have since been standardized as the Unified
Modeling Language (UML).

In the AO paradigm, the opposite situation is observed (Fig. 3). Since 1991, AO
modeling languages/methodologies have been introduced, with the process of introducing
new ones still ongoing. Nevertheless, in 2012 there is still no unified (at the standard level)
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AO modeling language. It must be noted, that most of the known AO modeling languages
make use of UML models to express the essence of their own model. Recently, some
authors have mentioned the need for an AOM standard, which is seen as a key tool for
AOSE to become an industrial standard in software design. But at the same time there is
still no AOP language'. Thus, it turns out that while computer systems are becoming more
and more complex, the task of designing them is becoming more and more sophisticated.
This is the reason why the scientific computing society is searching for more efficient
software modeling tools. Currently it seems that the concept of agents coming from the Al
field has found valid application in the SE environment. The agent concept with a higher
level of abstraction than an object allows reflection of the behavior of complex systems in a
more natural way. However, in the final implementation stage of agents in program code,
each agent is transformed to an object.
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Fig. 2. The timeline depicts the year of introduction of various OOP languages (above the timeline)
and OOSE methodologies (below the timeline).

12 Shoham, in 1993, introduced the AGENT-0 language, with a LISP based interpreter and the main
language construct being a list. Later some agent development frameworks such as JACK, JADEX, and JADE
were introduced. These are Java based tools, with the main language construct being an object. These simply
transform the higher level of abstraction of the agent to the lower level of an object.
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Fig. 3. The timeline depicts the year of introduction of various AOSE methodologies (above the
timeline) and AO development frameworks (below the timeline).

The next section is devoted to the comparative analysis of several known agent system
engineering methodologies in terms of key concepts used, final resulting artifacts, and their
relationship with known programming paradigms and modern tools for agent system
development. This is done to understand the respective levels of abstraction for agents and
objects.

5. Agent-Oriented Design

In this section a comparison of several well-known AOSE methodologies is presented.
The selection of methodologies was done based on the availability of documentation
describing each one, the familiarity of the agent community with it, and whether it has
been developed over an extended time period, according to feedback from users other than
the developers of the methodology. Another important factor was whether the
methodology has an implementation into the code stage and whether there any tools
developed to support the analysis, design, and implementation stages of the methodology.
Based on these criteria we chose nine methodologies, Tropos, MaSE, Gaia, PASSI,
Prometheus, Moise+, INGENIAS, AGR, and ASPECS (Table 1).

For example, the Tropos methodology (Mylopolous and Castro, 2000; Bresciani et al.,
2004; Tropos, 2012) is intended to cover early and late requirements, architectural design
and detailed design, and also to interface with agent programming platforms. It is based on
a UML-type language and methodology, but includes the notion of a goal in the highest
level of system design. It should be noted that UML is a standardized general-purpose
modeling language in the field of OO software engineering (Booch et al., 2007). The tools
supporting the Tropos methodology are Si*Tool, TAOMA4E, GR-Tool, T-Tool, DW-Tool,
OpenOME, DESCARTES, and SecTro. Only TAOMA4E supports code generation
according to JADEX (Jadex, 2012), which allows programming intelligent software agents
in XML and Java and can be deployed on different kinds of middleware such as JADE
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(Jade, 2012), a software framework fully implemented in the Java language. Java is a
general-purpose, concurrent, class-based, OO language that is specifically designed to have
as few implementation dependencies as possible (Gosling et al., 2005). Thus, it can be
concluded that an object is the main artifact derived from the design process.

The Multiagent System Engineering (MaSE) methodology (DeLoach, 2004a, 2004b;
DeLoach et al., 2001; DeLoach and Wood 2001) was originally developed for modeling
complex agent based systems. This methodology is based on what is referred to as the
Belief-Desire-Intention (BDI) paradigm, but also uses some basic models that are common
to OO design methodologies. A supporting tool is agentTool (DeLoach and Wood, 2001;
DeLoach, 2001; agentTool III, 2012), which is a Java-based graphical development
environment.

Gaia (Woodridge et al., 2000) was specifically developed for the task of analysis and
design of agent-based systems by Wooldridge, Jennings, and Kinny. This methodology is
applicable to a range of multi-agent systems and is founded on the view of a multi-agent
system as a computational organization consisting of various interacting roles. Gaia allows
switching systematically from a statement of requirements to a design (moving from
abstract to increasingly concrete concepts). It borrows some terminology and notions from
OO analysis and design, but provides an agent-specific concept that helps to understand
and model complex systems. The overall process of the design of a multi-agent system is
divided into two stages: analysis and design. Analysis and design can be thought of as the
process of developing increasingly detailed models of the system to be constructed.
Methodology is supported by Jade - Java Agent DEvelopment Framework (Jade, 2012).

PASSI is a step-by-step requirement-to-code methodology for designing and developing
multi-agent societies, integrating design models and concepts from both OO software
engineering and artificial intelligence approaches using the UML notation (Cossentino,
2005). As UML is an OO modeling language the main artifact from the design process in
PASSI is also an object. The supporting tool, AgentFactory (Agent Factory, 2012) provides
a set of supporting kits that are mainly based on OO languages.

The Prometheus methodology supports, but is not limited to, the design of BDI systems.
The lowest level of design leads to the code, but this needs to be modified to the
programming paradigm being targeted (Padgham and Winikoff, 2005). The tools
supporting Prometheus are PDT (Padgham et al., 2008) and JACK. The latter supports
code generation to Java.

The Moise+ methodology (Hiibner et al., 2002) follows the organisational model for
multi-agent systems based on notions like roles, groups, and missions. The supporting tool
is Jason, a platform for the development of multi-agent systems developed in Java (Jason,
2012).

INGENIAS methodology (Fuentes-Fernandez et al., 2010) develops its models
according to the steps of the Rational Unified Process (RUP). The INGENIAS
Development Kit (IDK, 2012) facilitates the development of multi-agent systems by
supporting the INGENIAS methodology. The development kit is written in Java, so the
lowest level needs to be supported by an OO implementation platform.

The AGR methodology is based on the three key notions of an agent, group, and role
(Ferber et al., 2003). In addition, the Gaia methodology was proposed for use in filling the
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roles and relating them to the general structure. The MadKit tool (Madkit, 2012) was built
on the AGR organizational model. It is a modular and scalable multi-agent platform
written in Java.

The ASPECS methodology provides a step-by-step guide from requirements to code
allowing the modeling of a system at different levels of detail through refinement
(Cossentino et al., 2010). UML is used as the base modeling language. The AO solution
needs to be adapted to the chosen OO implementation platform. Supporting tools are
Janus, Madkit, and Jade. Janus (Janus, 2012) is a multi-agent platform fully implemented
in Java.

Table 1 gives the general steps of the nine methodologies compared and allows
comparison of key concepts used to express a variety of models applied in each particular
methodology. The structure of Table 1 is as follows: the first column denotes the steps that
persist in each methodology. We see that two steps expressing analysis and design are
common to all of them. Other rows in the table show models that constitute the analysis
and design steps for all methodologies. Each model is followed by a list of key notions
giving us a better insight into the level of detail achieved in creating each model, and
highlighting similarities between methodologies. The last row in the table shows the
relationship of the methodologies with known programming paradigms and modern tools
for agent system development.

Table 1. Comparison of various AO design methodologies.
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13 Can be seen as extension of PASSL.
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¢ Protocol message, role,
Description playing a | interactio
key role, n
concepts: leaving a | o Role
sequence role, Plan
diagram, creation of | key
communica group, concepts:
tion entering a | activity
protocol group diagram,
. goal
Definition | (requirem
of Roles'* | ent), task
key * Capacity
concepts: | Identificat
role, ion
interactio | key
n concepts:
class
diagram,
role

M s suggested that the Gaia methodology be used to define roles (Ferber et al., 2003).
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1 2 3 4 5 6 7 8 9 10
behavior
Architectur | Design Design Agent Architectur | Deontic - - Agent
al Design; | Phase Stage Implement | al Design; | Specificatio Society
Detailed ation Detailed n Design;
Design Models Design Implemen
Code tation;
- Models Deployme
20 Deploymen nt
A t Model
. Goal| * Creating | © Agent | * Agent | © Agent | * Defining | - * Solution
Modeling | Agent Model Structure acquaintanc | Obligations | Environme Ontology
key Classes key Definition | e and nt Descriptio
concepts: key concepts: | key Diagram Permissions | Definition n
plan, concepts: agent concepts: key key key key
resource, agent class, | type, class concepts: concepts: concepts: concepts:
softgoal conversatio | agent diagram agent obligation, | internal concept,
*Plan n instance . Agent | descriptor, permission, | and predicate,
Modeling | © * Services | Behavior interaction, | role, external action,
key Constructi | model Description | event mission, application, class
concepts: ng key key *  Shared | global goal | event, task diagram
UML Conversatio | concepts: concepts: Data d Agent N
activity ns service activity Objects Definition Communi
diagram key . diagram, key key cation
* Capability| concepts: Acquainta | statechart concepts: concepts: Ontologic
Modeling coordinatio | nce Model | ¢ Code | data source, role, task al
key n protocol key Reuse 00 . Descriptio
concepts: . concepts: Library techniques Componen n
individual | Assembling | communic | key *  System ts key
capabilities, | Agents ation link | concepts: Overview Definition concepts:
social key class Diagram key communi
capabilities | concepts: diagram, key concepts: cation,
o Agent| agent activity concepts: component conversati
Interaction | architecture diagram, agent, diagram on, class
Modeling | *  System associated event, . diagram
key Design code shared data Deploymen . Role
concepts: | key . Code | object t Definition Behavior
UML concepts: Completio | key Descriptio
sequence deployment n Baseline Interaction concepts: n
and activity] ,  number, key Diagram deployment agent task,
diagrams, | type  and concepts: key diagram, agent
object location of source code | concepts: locations, action,
agent . interaction, number of statechart,
Deploymen | protocol agents activity
t . diagram
Configurati | Refinement * Protocol
on of Descriptio
key Capabilities n
concepts: key key
allocation concepts: concepts:
of agents events, interactio
interactions n,
, data communi
. Agent cation,
Overview scenario,
Diagram sequence
key diagram
concepts: .
capability, Organisati
event flow, on
task  flow, Dependen
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plan cies
descriptor, Descriptio
event n
descriptor, key

data concepts:
descriptor, capacity,
data service,
dictionary class
diagram

. Role
Constrain
t
Identificat
ion

key
concepts:
concurren
<y,
scheduling
s class
diagram

.
Holarchy
Design
key
concepts:
agent,
holon,
holonic
cheese
board
diagram,
dynamic
definition
rules,
holon
governme
nt
descriptio
n

¢ Holon
Architectu
re
Definition
key
concepts:
class
diagram,

d Code
Reuse

key
concepts:

. Code
Productio
n of
Organizati
ons and
Roles

key
concepts:
code
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1 2 3 4 5 6 7 8 9 10

Organizati
ons and
Roles

Unit Tests
key
concepts:
test cases

. Code
Productio
n of
Holons
key
concepts:
holon
code

¢ Holon
Unit Tests
key
concepts:
test cases

* JACK . * JADE . C++ | *JACK * Jason . IDK | * Madkit * Janus
resulting AgentTool resulting based resulting resulting (INGENIA | resulting resulting
artifacts: resulting artifacts: systems artifacts: artifacts: S artifacts: artifacts:
Java artifacts: Java * JADE Java Java Developme | Java Java
language objects in | language resulting language language nt Kit) language language
objects oor objects artifacts: objects objects resulting objects objects
languages objects  in artifacts:
oor objects  in
languages oor

languages

Implementation

Keeping in mind the comparison above (Table 1) and referring back to Shoham’s work
(1993), we conclude that currently, agent is still a higher level concept than object owing to
the lack of an AOP language.

6. Conclusion

Through this paper, we set out to share our thoughts on the validity of using terms like
agent, AO design methodology, and AOP, while keeping an eye on OO design. The main
motivation for carrying out this analysis was the numerous scientific publications
presenting AOP tools, even going so far as to call them languages. The purpose of this
paper was to find an answer to the question: does AOP really exist?

Analysis of the concepts (Section 1) has shown that programming is concerned with
designing, writing, debugging, and maintaining the source code of computer programs. To
produce source code, one of four available programming paradigms (logical, functional,
procedural, and object-oriented) must be applied, supported by appropriate programming
languages, in which predicates, functions, procedures or objects are implemented as the
main basic units of the programming language.

Results of the agent-related definitions’ analysis (Section 3) and those from comparisons
of the concepts of agents and objects (Section 4) and their evolution process, allow us to
conclude that agent is a concept with a higher level of abstraction than that of an object.
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Comparison of the evolution process of these concepts allowed us to formulate the
hypothesis that in the implementation stage the object remains the basic unit.

The comparative analysis of AO methodologies shows that one of the main goals of the
implementation stage is to transform agents into objects. A variety of tools has been
developed for this purpose in order to bridge agents to the OO paradigm. This implies that
no true AOP language currently exists.

In recalling the main goal of this paper, it is a mistake to refer to these tools as AOP
languages as they do not correspond in full to the programming concept, and should be
rather called an AO development frameworks.
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